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Abstract—Wireless sensor networks (WSNs) have received
great interest due to their scalability, energy efficiency, and low-
cost deployment. By utilizing multi-hop communication, WSNs
can cover a wide area using low transmission power without
the need for any communication infrastructure. Traditionally,
WSNs rely on store-and-forward routing protocols and Time
Division Multiple Access (TDMA)-based schedules that avoid
interference between different wireless nodes. However, emerg-
ing challenging scenarios, such as the industrial Internet of
Things (IoT) and robotic swarms, impose strict latency and
reliability requirements, which traditional approaches cannot
fulfill. In this paper, we propose a novel symbol-synchronous
transmission design that provides reliable low-latency commu-
nication with a reasonable data rate on classical sub-6GHz RF
frequency bands (e.g., the 2.4 GHz ISM band). Instead of avoiding
overlapping transmissions, the proposed scheme benefits from
concurrent transmissions. Using simulation in MATLAB, we
prove that the proposed design allows achieving a wire-like delay
of 5 ms for a 512-bit packet over multiple hops with only a 0.3%
latency increase per extra hop and a low bit error rate (BER) of
0.04%. Compared to similar state-of-the-art approaches it can
achieve a significantly higher data rate of 100 kbps, which is
expected to increase further with future improvements of the
system.

I. INTRODUCTION

The emergence of Internet of Things (IoT) technologies,
which allow low-power embedded devices to communicate
over the Internet, brought innovation in a wide range of fields,
such as smart home, industry automation, and healthcare [1].
In addition, in the face of increasing demands from industrial
applications, emerging IoT networks are demanded to achieve
ultra-high reliability and low latency communication to meet
diverse requirements from industry and market [2]. With the
revolution of IoT, WSNs have become an integral part of
IoT networks to transfer sensed data [3]. In principle, multi-
hop networks rely on relaying technologies, i.e., nodes relay
information to their neighboring nodes within a short range
with small transmission power [4]. Benefited by multi-hop
architecture, the IoT networks can be deployed in larger areas
and cover a wider propagation range with low expenditure on
network construction. Furthermore, compared to centralized
networks, they are easier and more flexible to scale and deploy
in areas that are deficient in infrastructure.

However, the problem of end-to-end latency reduction
in multi-hop networks is attracting much interest from re-

searchers from academia and industry. As for various latency-
sensitive networks such as real-time control systems and
robotic swarms, it is expected that the wireless network can
attain wire-like performance in terms of latency and reliabil-
ity [5]. Multi-hop routing protocols for WSNs, such as Routing
Protocol for Low-Power and Lossy Networks (RPL) and its
variants, have been designed to support various resource-
constrained applications in IoT [6]. One of the main challenges
of decreasing WSN latency is the use of the store-and-forward
routing and/or TDMA, which cause significantly larger la-
tency compared to wired alternatives, such as Controller Area
Network (CAN) [7], [8]. The problem becomes even more
challenging in a broadcast scenario when the packet should
be delivered to every node in the network. In this case, a
completely interference-free broadcast schedule design is an
NP-complete problem [9]. As a promising solution for this
problem, a transmission paradigm called synchronous trans-
mission is being researched [10]. It challenges the view that
packet overlaps must be avoided as in traditional transmission.
Instead, it argues that the received signal redundancy can also
provide useful information in certain circumstances [11].

In this paper, we propose a solution for packet flooding
in WSNs based on symbol-synchronous transmission in which
nodes relay a message symbol by symbol. Here with flood, we
mean that a message is disseminated from an initiator node to
all other nodes in the network. We evaluate its performance by
means of simulation using MATLAB. The rest of the paper is
organized as follows. In Section II, we consider state-of-the-
art solutions for WSNs. In Section III, we describe the design
of the proposed packet flooding approach based on symbol-
synchronous transmissions. In Section IV, we evaluate the
network performance using simulation in MATLAB. Finally,
in Section V, we conclude the paper.

II. STATE OF THE ART

There are multiple solutions proposed in the literature
for packet flooding in wireless multi-hop networks. Glossy
is a typical network flooding architecture targeting one-to-all
communication across a WSN [9]. Glossy proposes to design
a time-synchronization network to exploit the constructive
interference for decoding the packet successfully. Blueflood is
another packet synchronous dissemination protocol performing
similarly to Glossy, but it is based on a multi-hop Bluetooth
mesh network [12]. In addition, a routing scheme called
interference coordinated routing (ICR) is designed to make
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use of constructive interference and concurrent transmission
to decrease the latency [13]. Although all the above protocols
benefit from synchronous transmissions, they are still based
on store-and-forward, which forces every relay node to wait
before it receives and decodes all symbols included in a packet
before it can relay this packet. This waiting time imposes
a negative impact on the end-to-end latency of a multi-hop
network since the latency linearly increases by the whole
packet transmission time with each hop. For instance, in
Glossy, for a 64-bit packet, the end-to-end latency increases
more than twice from 0.81ms to 1.77ms as the number of hops
increases from 3 to 5 [9].

To overcome such poor scaling behavior, a technology sup-
porting to forward data symbol-by-symbol instead of packet-
by-packet is proposed, to avoid a linear increase of the latency
as a function of a number of hops. When the node receives
and decodes the symbol, it instantly relays this symbol without
waiting for the reception of the full packet. Zippy is a trans-
mission protocol for one-to-all communication that exploits
symbol-by-symbol transmissions. Its advance is to design an
asynchronous wake-up strategy for every node and exploit a
simple On-off keying (OOK) transmitter to achieve per-hop
synchronous transmission [14]. The Zippy network encodes
every symbol using repetition codes and uses carrier frequency
randomization to avoid destructive interference. It achieves
deterministic performance with an end-to-end latency of tens
of microseconds and low power consumption. However, Zippy
only performs well in a network with a maximum of two hops,
while its performance crucially degrades for the many-hop net-
work and long-distance communication. Its scalability is also
limited due to the usage of different carrier frequencies. Zero-
Wire [10] proposes a novel concept of symbol-synchronous
transmission bus. However, it relies on optical frequencies,
which provide very limited communication distance. Besides,
the measured data rate is lower than 20 kbps.

Inspired by the state-of-art performance of end-to-end
latency of synchronous transmission, in this paper, we propose
a symbol-synchronous transmission design for wireless multi-
hop networks. Different from the state-of-the-art solutions, we
aim to develop a multi-hop protocol that provides low end-to-
end latency and is suitable for long-distance communication
based on radio frequency (RF) transmissions. Specifically, we
propose to use widely available unlicensed RF bands (e.g., the
2.4 GHz ISM band) to broadcast information over the network.
Unlike the optical band used in Zero-Wire [10], RF bands offer
multiple advantages, such as a larger coverage range and better
performance in non-line-of-sight conditions. Similar to Zippy
and Zero-Wire [10], [14], we rely on a low-complexity OOK
transmitter considering the advantage that it easily handles the
interference from multiple simultaneous retransmissions of the
same symbol.

III. NETWORK DESIGN

A. General architecture

In this paper, we focus on low-latency wireless communica-
tion over a multi-hop WSN. We consider the scenario where
one initiator aims to transmit data of fixed size to all other
nodes in the network with high reliability and low latency. All
nodes cooperatively forward the data through the network in

Fig. 1: Network topology

a symbol synchronous way, allowing those further away from
the source to receive it over multiple hops.

The proposed symbol-synchronous transmission way can
be applied to various network topologies. To clearly explain the
concept of the network and easily analyze experimental results,
in this paper, we simplify the network topology to a grid-like
topology as shown in Figure 1. Figure 1 illustrates a static grid
topology where nodes are located in a regular lattice with a
fixed grid distance d. We assume there are N nodes including
one initiator. All nodes use the same OOK modulation scheme
and frequency band. Considering the aim of low latency, we
design a new symbol synchronous transmission strategy for the
considered network. Its difference from the traditional store-
and-forward transmission is that the latency is not severely
and negatively affected by the number of hops. Except for the
initiator, every node in the network works as a transceiver. It
plays two roles, which are to receive the signal and relay it. The
logic of the designed strategy is that once the node receives
a symbol and decodes it, it instantly broadcasts this symbol
without waiting to receive the whole packet. For simplicity,
Figure 1 assumes that the transmission range allows only one-
hop neighbors (including diagonal ones) to successfully decode
symbols. As Figure 1 shows, once the one-hop neighbors of
the initiator, such as N1 and N2, successfully decode the
symbol, they relay it. The node N4 successfully receives the
symbol from the node N2, while the node N3 receives it from
concurrent transmissions of N1 and N2. After that, the two-
hop neighbors relay the symbol thus allowing its propagation
further in the network. The performance evaluation shows that
with this strategy the packets can reach all the nodes with low
latency, while using low transmission power.

B. Pulse-based OOK modulation scheme

We select pulse-based OOK as a modulation scheme.
This modulation scheme is easy to implement on hardware,
especially for resource-constrained devices due to its low-
complexity demodulation at low power. The inter-symbol
duration is Ts. As Figure 2 illustrates, when the symbol 1 is
sent, the transmitter sends a short pulse with duration Tp ≪ Ts.
Otherwise, if the symbol 0 is sent, the transmitter keeps silent
during Ts.

C. Symbol-synchronous transmission strategy

To achieve low-latency wireless communication, we design
a novel symbol-synchronous transmission strategy, i.e., trans-
mitting data symbol by symbol. Let us define the relay time r



Fig. 2: Pulse-based OOK modulation scheme

Fig. 3: Symbol-synchronous transmission

as the sum of signal propagation delay, symbol detection delay,
and processing delay. We assume that the relay time is much
less than the symbol duration Ts so that every node finishes
retransmitting a symbol before it starts detecting the next
symbol and it does not overhear retransmissions of the previous
symbol while receiving the next symbol. In our analysis, we
assume that the hardware processing delays are too small
to impose a significant impact on the overall latency of the
network, and thus are neglected. The end-to-end latency D of
the network is constrained by

(n− 1)Ts ≤ D ≤ (n− 1)Ts + rh r ≪ Ts, (1)

where h is the number of hops from the initiator to the
most distant node in the network, and n is the number of
transmitted bits in a packet. Using this transmission pattern,
the increase of one hop for a multi-hop network only adds
r to latency. In contrast, the end-to-end latency of store-and-
forward transmission increases per additional hop by the full
packet transmission time and additional waiting time related
to processing and channel access at the MAC layer. The
transmission logic is illustrated in Figure 3, if the node N1

receives symbol 1, it relays this symbol and sends a short
pulse to nodes N2 and N3. After a propagation delay, the
nodes N2 and N3 respectively receive the relayed symbol
at different moments caused by different distances from N1.
Then a detection procedure will be conducted to decode the
received symbol. Once the node N2 successfully decodes the
signals, it will modulate the decoded symbol based on the
pulse-based OOK scheme and relay the modulated signals to
N1 and N3. The node N3 goes through a similar procedure.
After a decoding process, N3 will relay the decoded symbol
to N1 and N2. On the other hand, when the node N1 detects
the symbol 0, it keeps silent. Similarly, the nodes N2 and N3

also keep silent during the second Ts interval, corresponding
to the symbol 0.

D. Detector logic

This section provides some details about the detection
procedures based on simulation. For the initial synchronization
and detection of a new transmission, it is assumed that each
transmission starts with a bit 1 that is used as a synchronization
preamble in this paper. To improve robustness and avoid
detecting fake symbols, a more complex preamble could be
used as well. This is left for future work. As the inter-symbol
duration Ts is fixed and assumed known to all nodes, a node
can use the detection time of the preamble to re-synchronize
its receiver. Additionally, a wake-up receiver [14] can be
considered to prevent nodes from continuous listening for
preamble detection. Once a receiver wakes up, it expects to
receive the first symbol within a time interval of duration Ts

starting from the preamble detection. Then, every next symbol
will be detected in the corresponding time interval of duration
Ts, which we call the symbol interval.

In the proposed system, every node will likely receive
multiple copies of each symbol representing a 1 bit, as shown
in the first Ts time interval depicted in Figure 3. During
a symbol duration, these relayed signals can be received
at different moments leading to multiple detections of the
same symbol. It is not only unnecessary but also a waste of
energy, because a longer detection time results in higher power
consumption. To address this problem, we introduce a window
with length L for detection. As such, a node will only go into
reception mode for a time window L at the start of each symbol
interval (cf., Figure 3). Once the detector detects the symbol
1, it will instantly relay it and then sleep until the next symbol
interval. Using this method, we can guarantee that in every
time slot Ts, only one symbol is detected while its relayed
copies are ignored.

Considering the signal overlapping due to various relay
delays, the designed detection process is conducted several
times during the time window L, improving the detection
accuracy. And then we introduce a detector buffer to trigger
every detection. Specifically, the received sampled signal from
the transmitter is stored in a buffer until the buffer is full.
After that, all stored samples in this buffer are used to make
a decision by filtering the stored samples in the current buffer
using a bandpass filter with a bandwidth fpass, which limits
the noise level. After that, the envelopes of stored samples
are abstracted. Because OOK modulation is essentially an
amplitude modulation, an envelope detector is an efficient
way to detect amplitudes disturbed by noise. After the down-
sampling of the envelope, the samples go through the ampli-
tude comparator, and their amplitudes are compared with a
fixed threshold value determined by the receiver sensitivity.
Finally, we use a voting strategy to decide which symbol is
decoded. Specifically, if over half of their amplitudes are higher
than the threshold value, we assume the symbol 1 is detected
and the detection process is terminated until the next window
time starts. Otherwise, the current buffer is emptied and starts
storing the new samples for the next detection. If the detector
still cannot detect a pulse at the end of the window time, we
decide that the symbol 0 is detected.

IV. SYSTEM EVALUATION

This section describes in detail the network simulation and
provides numerical results proving the network’s advanced



Fig. 4: Detection scheme

performance on end-to-end latency and reliability referring to
the network BER.

A. Simulation setup

We simulate a WSN in MATLAB. At the transmitter side,
we simulate a carrier wave at 2.4 GHz and modulate the
information bits according to a pulse-based OOK scheme.
The transmit power is set as 0 dBm, which is reasonable
for resource-constrained IoT devices. The pulse duration for
a symbol 1 lasts 0.2µs, while the symbol interval duration Ts

is 10µs. Hence, the data is sent with a bit rate of 100 kbps.
In case a symbol 0 is transmitted, the transmitter keeps silent
during the whole slot Ts. In addition to the modulation, we also
apply a pulse-shaping filter into the transmitter to further limit

TABLE I: Parameter settings in simulation

Parameters Values(units)
Data rate 100 kbps

Network area 4 km2

Sampling frequency of transmitter 9.6 GHz
Carrier frequency 2.4 GHz

Pulse duration 0.2µs
Transmitter power 0 dBm

Noise power −103 dBm
Noise figure 5 dB

Receiver sensitivity −90 dBm
Window time 1.875µs

Buffer size 1000 samples
Number of times for detection 18
Sampling frequency of receiver 96 MHz

Bandwidth 10 MHz

the bandwidth of the transmitted signal to 10 MHz. Regarding
the network topology simulation, the nodes are positioned in a
square area of 4 km2 surrounded by walls where the distance
d between horizontal and vertical neighbors is varied across
different experiments. And, the initiator is fixed in the corner.
Between all pairs of nodes, the ray-tracing channel model [15]
is deployed to calculate the signal attenuation and phase shift.

To simulate the analog signal transmission in MATLAB,
we use a higher frequency of 9.6 GHz at the transmitter to
sample the modulated signals. At the receiver side, we set
the buffer size to 1000 samples to trigger every detection. A
non-coherent detector is simulated consisting of a bandpass
filter, envelop detector, down-sampler, amplitude comparator,
and voting block. Before the amplitude comparator, a down-
sampler with the frequency of 96 MHz is applied. In the
simulation, the window duration time L is set as 1.875µs to
control the detector status so that in every window duration
interval, the detection process is conducted 18 times.

The bandpass filter with 10 MHz is added to limit the
noise level of the receiver. We simulate the receiver noise with
a band-limited Additive White Gaussian Noise (AWGN) of
the power −103 dBm corresponding to the room temperature
290 K. Additionally, we set the receiver noise figure to 5 dB.
The parameters’ values are listed in Table I.

B. Performance evaluation

This section describes and discusses the experimental re-
sults. We focus on the end-to-end latency and BER indicating
network reliability. The end-to-end latency means the delay
between the time when the initiator sends the first symbol
of a packet and the time at which all destination nodes
receive and decode the packet’s last symbol. The BER is
represented by the average probability of incorrectly decoding
a bit across all nodes in the network. The present results do not
consider retransmissions or the use of error correction codes,
which could improve reliability at the cost of data rate. The
integration of such strategies is left for future work. Firstly,
we explore the network BER as a function of different grid
distances. We place 16 nodes (4-by-4) including an initiator
in a closed square area and vary the grid distance from
50 m to 200 m. We randomly generate and send 100 packets
consisting of 64 bits each. The results are depicted in Figure 5.
As expected, BER increases with the grid distance. As the
grid distance i.e., the distance between horizontal and vertical
neighbors in the grid, increases, propagation loss will increase,



Fig. 5: Average BER for various grid distances.

Fig. 6: Network end-to-end latency for grid distance 100 m
and 200 m.

due to longer links, but also the number of hops to reach further
nodes will increase. We can see the network BER is lower than
1% when the grid distance is below 100 m. Particularly, when
the grid distance is 50 m, we cannot see any errors for 100
packets. On the grid distance of 60 m, the BER is 0.04%. When
the grid distance is over 100 m, the network BER increases
sharply, because the transmission power of 0 dBm is too low
to support decoding with high accuracy even for the nearest
nodes from the initiator (i.e., one-hop nodes).

In addition, we evaluate our network for end-to-end latency,
for packet sizes equal {64, 128, 256, 512} bits across the 16-
node network with grid distance ranging from 50 m to 200 m.
As a function of packet size, the latency almost linearly
increases as shown in Figure 6. According to Figure 6, our net-
work end-to-end latency is in the order of a few milliseconds.
Specifically, the average latency to transmit a 512-bit packet is
around 5 milliseconds. For a small packet of 64 bits, the av-
erage latency is only around 0.63 milliseconds. Moreover, the
latency does not seriously increase by grid distance increase.
The latency increase caused by distance increase from 100 m to
200 m is of orders of a few microseconds as shown in Figure 6.
The slight increase is due to the increased propagation delay
and is negligible.

To explore the latency behavior as a function of the
number of hops, which is the main advantage of symbol
synchronous transmission compared to store-and-forward, we
perform another experiment to expand our network into 64
nodes (8-by-8), using the same network topology as shown

Fig. 7: Effect of the number of hops on latency for 64 bits
packet and grid distance 100 m.

in Figure 1 with a grid distance of 100 m. Figure 7 depicts
the latency of each node depending on their distance from the
initiator in terms of the number of hops. While the number of
hops increases as a function of the distance, the figure shows
that the increase is limited to about 2µs per hop (i.e., the pulse
duration of 0.2µs). This results in a latency increase of about
∼ 0.3% per hop. This is an immense improvement compared
to store and forward networks, which add at least 100% latency
for each additional hop.

After exploring the distance effect on network BER, we
are also concerned about the effect of the number of nodes
on network reliability in terms of BER. In this experiment,
we fix the grid distance and change the number of nodes
instead. Specifically, we first fix the grid distance to 50 m and
transmit 100 64-bit packets through the network consisting of
{16, 25, 36, 49, 64, 81} nodes. Subsequently, we fix the grid
distance to {75, 100, 125} m, and repeat the above experi-
ment. The results are illustrated in Figure 8. According to
Figure 8, we can conclude that the increase in the number
of nodes harms network reliability. This is due to the fact
that a more dense deployment results in more nodes relaying
the same symbol simultaneously, which can cause destructive
interference. We leave addressing this problem for future work.
Despite these negative effects, our network can still achieve
reasonable BER below 5% when the number of nodes is less
than 50 and the grid distance is less than 75 m.

Fig. 8: Average BER for various numbers of nodes.



C. Performance comparasion

In this section, we compare our network performance with
other state-of-the-art low-latency networks. In [10], perfor-
mance evaluation shows that Zero-Wire can achieve 99%
reliability for 32-bit frame reception. In [14], Zippy reaches
94.6% for 16-bit frame reception. According to our results,
the proposed design with a grid distance of 60 m can achieve
BER of 0.04%, which results in (1−0.0004)32 ≈ 98.7% frame
delivery ratio for a 32-bit frame based on an assumption of
statistical independence of subsequent demodulation attempts.
Although the reliability performance is similar, the data rate
for the proposed design is significantly higher, 100 kbps in
comparison to 20 kbps supported by Zero-Wire and 1.364 kbps
for Zippy. Besides, a 2.4 GHz frequency band provides better
coverage and propagation properties, allowing reliable data
transmission over larger distances.

However, it should be noted that in contrast to [10]
and [14], our solution is only tested using simulation and lacks
convincable performance evaluation based on real hardware.
However, our experiment results demonstrate for the first
time how the order of magnitude improvements are possible
by properly designed hardware since traditionally empirical
platforms face considerable incidental limitations in their
implementation. In our future work, we will conduct such
experiments using a software-defined radio (SDR) for a fairer
comparison.

V. CONCLUSION

In this paper, we have proposed an original symbol-
synchronous radio design that aims at providing reliable low-
latency communication in challenging WSN scenarios, such
as industrial IoT, or robotic swarms. In contrast to traditional
WSN approaches, the proposed scheme utilizes concurrent
transmissions and enables symbol-by-symbol relaying, thus
providing wire-like delays through a wireless medium. Our
early results show that the proposed design has extremely
high potential. With a low transmission power of 0 dBm, it
allows transmitting the signals with BER of 0.04% through in
a 4x4 node network topology over a range of 250 m from the
initiator to the furthest receiver (i.e., a grid distance of 60 m).
In addition, in a 7-by-7 node network topology with a grid
distance of 75 m, the current design still achieves to transmit
data with BER of 5%. As for latency, it can achieve an end-to-
end latency of about 5 milliseconds for a 512-bit packet and
about 0.64 milliseconds for a 64-bit packet. Furthermore, while
store-and-forward networks scale linearly with the number of
hops in terms of latency, our results have shown significantly
better scaling behavior, with a latency increase of only 0.3%
per hop.

It should be noted that there is a trade-off between the
data rate and the experienced bit error rate. A higher data
rate implies lower symbol duration, which may result in inter-
symbol interference for networks with a large number of nodes.
The optimal selection of symbol duration will be considered
in our future work. Besides that, we plan to improve the
reliability of the system by incorporating adaptive transmit
power, retransmissions, and error-correcting codes. Finally,
more realistic scenarios for performance evaluation will be
considered, such as scenarios with mobile nodes and more

complex environments, e.g., modern industrial environments.
We aim to validate the proposed approach in a hardware
testbed using an SDR-based prototype.
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