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Abstract—Real-time applications (RTA) tend to play a crucial
role in people’s everyday life. Such applications are among the
key use cases for the next generations of wireless technologies.
RTA applications are characterized by strict guaranteed delay
requirements (in the order of a few milliseconds). One of the
pillars of enabling RTA in next-generation Wi-Fi standards is
Restricted Target Wake Time (R-TWT), which provides Wi-
Fi stations exclusive channel access within negotiated service
periods (SPs). If each RTA data flow uses dedicated SPs for
data transmission, they are completely isolated from each other
and do not experience any contention. To ensure the satisfaction
of RTA QoS requirements while minimizing the channel airtime
consumption, it is important to properly select the R-TWT pa-
rameters, namely the duration of SPs and the period between SPs.
In this paper, we develop a mathematical model that estimates
the delay probability distribution and packet loss probability for
a given set of network, traffic and R-TWT parameters. Using this
model, the access point can select the optimal R-TWT parameters
for the given QoS requirements. The high accuracy of the model
is proven by means of simulation.

Index Terms—wireless networks, Wi-Fi 7, 802.11be, real-time
applications, R-TWT, target wake time, time-sensitive networking

I. INTRODUCTION

Wireless networks are continuously evolving, following the
ever-increasing user demands for a variety of Quality of
Service (QoS) performance indicators such as data rate, delay,
jitter, packet loss ratio, energy efficiency, coverage, and many
others. One of the key targets for the upcoming generations
of Wi-Fi networks are real-time applications (RTA), which are
steadily becoming a significant part of our lives. In particular,
applications such as AR/VR, industrial automation, robotics
and real-time gaming require strong guarantees in terms of
delay, which should be no more than a few milliseconds
in the wireless network segment [1]. To tackle these new
challenges, the IEEE Task Group BE (TGbe) initiated a new
amendment to the Wi-Fi standard (IEEE 802.11be) in 2019,
which is currently under development [2]. This amendment
introduces many novel features to improve Wi-Fi performance
in different directions, e.g., nominal throughput, reliability of
data delivery, spectrum efficiency, delay guarantees. One of the
key features introduced in Wi-Fi 7 for the latter is Restricted
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Target Wake Time (R-TWT), which aids delay-sensitive data
flows to obtain a contention-free channel resource [3].

Initially, the Target Wake Time (TWT) mechanism was
introduced in IEEE 802.11ah [4] and inherited by IEEE
802.11ax [5] to provide low energy consumption to energy-
limited devices. This mechanism allows two Wi-Fi devices,
usually an access point (AP) and a station (STA), to estab-
lish a TWT agreement and negotiate periods of time called
Service Periods (SP) where they will exchange data. Outside
SPs, the STA can save its energy by remaining in the doze
state. Besides the reduction of the energy consumption, this
mechanism also impacts the delay. By proper assignment of
TWT SPs to different STAs, the contention in those SPs can
be reduced, since the stations in doze state do not contend
for the channel. To further protect the members of a TWT
agreement from contention, IEEE 802.11be proposes R-TWT.
The word “restricted” in R-TWT means that only the members
of the TWT agreement can transmit data within an R-TWT
SP, while all other STAs shall finish their transmissions prior
to the start of this SP.

The novel R-TWT mechanism opens up new opportunities
for differentiated QoS provisioning in Wi-Fi networks. It has
been proved that the basic traffic differentiation approach using
access categories (AC) does not provide strong guarantees
on QoS performance indicators, e.g., required for industry
automation scenarios [6]. Specifically, the approach is not
flexible enough, because the standard offers only four access
categories (voice, video, best effort and background), for each
of which a device supports different hardware queues with
individual parameters of random channel access. To overcome
the limitations of this approach, the idea of airtime slicing was
proposed [7], [8], which is based on allocating different airtime
shares to data flows according to their QoS requirements.
However, the amount of airtime for each share is decided
by a slice orchestrator, which is implemented in software.
Thus, to provide strong guarantees, tight interaction between
hardware queues and the software orchestrator is required.
Besides, packets experience additional latencies when they
wait in software queues before the airtime is granted. There
are solutions in literature that are developed specifically for
RTA applications, e.g., [9], [10], and do not require software
queues to control the resource sharing. However, in contrast
to R-TWT, they are not considered for standardization. The
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flexibility provided by R-TWT allows directly allocating time
slots to hardware queues and even for certain traffic identifiers.
Moreover, it allows completely isolating data flows by allocat-
ing them dedicated time slots, so that the data transmission is
not interrupted by other flows.

The R-TWT parameters should be selected so that the QoS
requirements are satisfied with a given probability, while con-
suming minimum channel time. We focus on RTA applications
that require maintaining delays of a few milliseconds with
very high probability, e.g., 99.9%. For selection of proper
R-TWT parameters, analytical instruments are needed that
allow estimating the QoS performance indicators of the data
flow. Specifically, the accurate estimation of delay distribution
is important for the prediction of crucial RTA performance
indicators, such as average delay, jitter and delay percentiles.

There are multiple works in literature that study the network
performance of TWT or similar mechanisms. In papers [11]–
[13], performance of the TWT mechanism is investigated.
Since TWT was proposed mainly for power management, the
focus is on the energy efficiency, while the delay is left out of
scope. Works [14], [15] investigate performance of a network
that uses the Time Division Multiple Access (TDMA) based
mechanisms. In particular, Guo et al. [14] study the coexis-
tence between TDMA and random channel access. However,
the traffic served using the TDMA schedule is not isolated, so
STAs have to defer their transmissions until the end of other
transmissions initiated by random channel access. Khorov et
al. [15] propose a mathematical framework for channel access
in periodic reserved time intervals. However, this framework
relies on the assumption that packets are dropped when
their delay reaches a given threshold, which leads to delay
underestimation. Besides, the models in both papers do not
allow estimating the delay distribution or percentile.

To the best of our knowledge, there are no papers in
literature devoted to the analytical modeling of the R-TWT
mechanism, or more precisely, to the estimation of packet de-
lay distribution for RTA applications. In this paper, we propose
a light-weight yet accurate approach for estimating the packet
delay distribution and loss probability for a given set of traffic,
network and R-TWT parameters. The numerical results show
that the accuracy of the model makes it applicable to R-TWT
parameter selection for the given RTA QoS requirements.

The rest of the paper is organized as follows. In Section II,
we describe the considered system and formulate the problem
statement. In Section III, we develop the analytical model
aimed at estimating the network performance indicators. In
Section IV, we validate the analytical model by means of
simulation and analyze numerical results obtained with it.
Finally, in Section V we conclude the paper.

II. SYSTEM MODEL

Each R-TWT agreement between a STA and an AP can be
described with the following parameters:

• R-TWT offset, which indicates the position of the first SP;
• R-TWT SP duration, which is the amount of time avail-

able for data exchange;

Fig. 1. System model for N = 2, R = 3.

• R-TWT period, or wake interval, which is the duration of
the time interval between two consecutive R-TWT SPs.

We consider RTA data flows that use dedicated R-TWT SPs
for data transmission. Then, each data flow can be considered
separately, because they do not interact with each other. Since
there is no contention inside R-TWT SPs, we completely
disable the random access procedure.

Denote the duration of R-TWT SP as SP and R-TWT pe-
riod as T (for convenience, we list all the notations in Table I).
We assume that RTA flows transmit data only inside R-TWT
SPs. We call the interval between two consecutive R-TWT SPs
a vacation, whose duration equals V = T − SP . Each RTA
flow is modeled as a Poisson flow with intensity λ packets
per time unit and packet transmission duration S time units
(including the time required for acknowledgment transmission
in the opposite direction). The R-TWT SP duration is selected
so that it allows transmitting N packets, i.e., SP = N · S.

Since the packets are transmitted over an error-prone wire-
less channel, their transmissions can fail due to channel errors.
Denote the packet error probability perr. For each packet, we
allow at most R transmission attempts. If all R attempts fail,
then the packet is considered lost (cf., Figure 1).

During the R-TWT SP it might happen that the station does
not have any data to transmit. In this case, we assume that it
does not finish its R-TWT SP earlier. Then, if a packet arrives
and there is still enough time for at least one transmission
attempt, the station can proceed with the transmission.

The AP has to select the optimal R-TWT parameters that
guarantee QoS requirements for an RTA application while
minimizing the airtime consumption. In our case, minimization
of the airtime consumption is equivalent to maximization of
the system capacity C = T

SP , which is the maximum number
of RTA data flows that can be served simultaneously. For
optimal parameter selection, the AP needs to estimate the
performance of the flow for the given R-TWT parameters.
Hence, in this paper we develop an analytical model, that
allows estimating the packet delay distribution and the packet
loss probability for the given set of parameters: 1) traffic
parameters {S, λ}; 2) network parameters {perr, R}; 3) R-
TWT parameters {SP, T}. Using the delay distribution, we
can calculate performance indicators crucial for RTA, such as
average delay, jitter and delay percentiles.

III. ANALYTICAL MODEL

A. Notations

We divide the timeline into slots where the length of a slot
equals S. Let the duration of vacation equal M = V

S slots.
For continuous-time M/G/1 systems similar to the considered
system, a classical approach to obtain the delay distribution is
to calculate its Laplace transform [16], [17], while the actual



distribution can be obtained via the inverse Laplace transform.
Although the inversion procedure for simple functions can
be done analytically, for complex functions it often requires
numerical approaches, such as De Hoog’s method [18], which
have high computational complexity. In contrast, by approx-
imating the continuous-time system with a slotted batch-
arrival system, we avoid the usage of Laplace transform, and
provide a fast yet accurate approach to estimate the delay
distribution. As such, we model multiple transmission attempts
by replacement of a packet arrival with a batch of packets,
whose size 1 ≤ r ≤ R equals the number of transmissions
required for a successful delivery of the packet.

We assume that S ≪ 1
λ , i.e., the slot duration is much

shorter than an average interval between packet arrivals. For
example, according to [1], typical packet size for RTA appli-
cations is several hundreds of bytes (e.g., 100 − 200 bytes
for console gaming, 30 − 300 bytes for industry automation)
and typical traffic intensity is of the order of 60 Hz (i.e.,
∼ 16 ms interval between packets). The transmission duration
for a packet of 200 bytes in a 20 MHz channel on the
lowest modulation-and-coding scheme (MCS) including the
acknowledgment does not exceed 300µs, which is more than
50 times smaller than the 16 ms inter-packet interval. Then,
we further assume that only one batch can arrive during a slot
and it can happen only in the beginning of the slot. Since the
number of packets that arrive during a certain time interval
S has Poisson distribution p(l) = (λS)le−λS

/l!, the probability
that zero batches arrive equals b0 = p(0) = e−λS .

Then, the remaining probability corresponds to a batch
arrival during a slot, and equals b = 1− e−λS .

By definition, the length of each batch has a truncated geo-
metric distribution with failure probability perr and maximum
size R, i.e., the probability that a batch has size 1 ≤ r < R
equals pr−1

err (1−perr). If the batch size is less than R, then the
packet is always successfully transmitted. For batches of size
R two cases are possible: 1) if the last transmission attempt
is successful, then the packet is successfully transmitted; 2)
otherwise, the packet is lost.

Let us call a batch successful if its transmission results in a
successful packet delivery. Otherwise, we call the batch failed.
The probability that a successful batch of size 1 ≤ r ≤ R
arrives in the slot equals br = b(1− perr)p

r−1
err .

Similarly, the probability that a failed batch of size R arrives
in the slot, i.e., packet loss probability, equals

bfail = b · pRerr ≡ b

[
1−

R∑
r=1

(1− perr)p
r−1
err

]
(1)

To limit the number of system states to a finite number, we
limit the queue size to K packets, including the one being
transmitted. We assume that a whole batch is dropped if it
cannot be stored as a whole in the queue. We select K big
enough to make the probability of overflow negligible. Hence,
we consider the dropped batches neither failed nor successful.

Although the delay calculation for the failed batches is
meaningless, we still spend time on their transmissions. Thus,

TABLE I
LIST OF USED VARIABLES.

SP Duration of R-TWT SP
T R-TWT period
V Duration of vacation
λ Intensity of the data flow
perr Probability of failure due to channel errors
S Packet transmission duration, i.e., slot duration
N Duration of R-TWT SP in slots
R Number of allowed transmission attempts
M Duration of vacation in slots
C System capacity
b0 Probability that zero batches arrive in the slot
b Probability that one batch arrives in the slot
br Probability that a successful batch of size r arrives in the slot
bfail Probability that a failed batch of size R arrives in the slot
b̂r Probability that a batch of size r arrives in the slot
K Maximum number of packets that can be stored in queue
k Number of packets in the queue
n Slot sequence number
pk,n Stationary distribution of Markov chain
p̃k,nr Probability of r-packets batch arrival in slot n with k-packets queue
Dk,n

r Delay for a r-packets batch arrived in slot n with k-packets queue
D Packet delay

Fig. 2. Definition of Markov chain states.

we also introduce probabilities that a batch of size r arrives
in the slot regardless it is successful or not:

b̂r = br, ∀ r ∈ [0, R− 1]; b̂R = bR + bfail (2)

B. Markov chain
Let us consider the following Markov chain. We observe the

system state at slot boundaries right after a packet is transmit-
ted in the previous slot (if there was a packet transmission)
and before a new batch of packets arrives. The system state
is characterized by the following two values (cf., Figure 2).

1) Total number of packets in the queue k ∈ [0,K].
2) Slot sequence number n ∈ [0, N+M−1], where [0, N−

1] correspond to SP, while [N,N+M−1] — to vacation.
Below we consider all possible transitions (k, n) → (k′, n′).

1) During the vacation (n ∈ [N,N +M − 1]):
a) If 0 batches arrive, or an incoming batch does not fit

into the buffer, then the number of packets does not
change. If the current slot has sequence number n, then
the next one is n + 1, unless the special case n =
N +M − 1 where the next slot is 0.

Pr{(k, n) → (k, n+ 1)} = b̂0 +

R∑
r=K−k+1

b̂r.

From here on, we assume the sums equal zero if the
upper limit is less than the lower one.

b) If a batch of size r arrives and fits into the buffer (i.e.,
1 ≤ r ≤ K − k), then the number of packets in the
buffer increases by r.



Pr{(k, n) → (k + r, n+ 1)} = b̂r.

2) During the R-TWT SP (n ∈ [0, N − 1]):
a) If 0 batches arrive, or an incoming batch does not fit

into the buffer, then the number of packets decreases
by 1 that is transmitted during the considered slot.
There is a special case when the queue is empty, then
the number of packets will remain 0 because we have
nothing to transmit.
Pr{(0, n) → (0, n+ 1)} = b̂0 +

R∑
r=K+1

b̂r;

Pr{(k, n) → (k − 1, n+ 1)} = b̂0 +
R∑

r=K−k+1

b̂r,

k ≥ max(1,K + 1−R).

b) If the batch of size r arrives and fits into the buffer,
then the number of packets in the buffer increases by
r − 1, because we have to exclude one packet being
transmitted in the considered slot. Thus, we can write:

Pr{(k, n) → (k + r − 1, n+ 1)} = b̂r, 1 ≤ r ≤ K − k.
The stationary distribution p ≡ {pk,n} can be found by

solving the following linear system:
pk′,n′ =

∑
k,n

pk,nPr{(k, n) → (k′, n′)},∑
k,n

pk,n = 1.
(3)

C. Packet delay distribution

We determine the packet delay as the time between the
batch arrival and the end of the transmission of the last packet
from this batch. To compute the packet delay distribution, we
consider only those slots where successful batches arrive. The
probability that a slot belongs to state (n, k) and a successful
batch of size r arrives can be calculated as follows:

p̃k,nr =
pk,nbr

b(1− bfail)
. (4)

Consider a slot n that belongs to a vacation, i.e., N ≤ n ≤
N +M − 1. If a batch of size r arrives during this slot, then
the delay (in slots) for this batch will consist of the three parts.

1) Remaining time of the vacation N +M − n slots.
2) Transmission time k+r slots of all packets in the queue,

i.e., those present before the batch arrived and the packets
of the batch itself.

3) Duration of all vacations between the R-TWT SPs, which
is estimated as DV (k + r), where DV (q) is the number
of vacation slots if a batch arrives in a queue of size q:

DV (q) =

{
⌊ q
N ⌋M, if q mod N ̸= 0,

(⌊ q
N ⌋ − 1)M, if q mod N = 0.

(5)

Thus, the total delay for this case equals:

Dk,n
r = (N+M−n)+(k+r)+DV (k+r), N ≤ n ≤ N+M−1

(6)
Now consider a slot 0 ≤ n ≤ N−1 that belongs to R-TWT

SP. The difference between this case and the previous one is

that packets can already be transmitted within the slot n and
further during the remaining slots of the R-TWT SP, i.e., there
is no remaining vacation time. When a batch of size r arrives,
the total number of packets in the queue becomes k+r. Then,
during the R-TWT min(N−n, k+r) packets out of these k+r
packets will be transmitted. Hence, when the vacation starts,
the remaining number of packets left in the queue before and
including the last packet from the considered batch becomes
q̃k,nr = k + r − min(N − n, k + r). Using Equation (5), we
can write the total delay for the batch as follows:

Dk,n
r = (k + r) +H(q̃k,nr ) +DV (q̃

k,n
r ), 0 ≤ n ≤ N − 1, (7)

where H(x) is the Heaviside step function.
Using Equations (4), (6) and (7), we can write the average

packet delay:
E[D] =

∑
k,n,r

p̃k,nr Dk,n
r (8)

Note that in our model we approximate the continuous
packet delay distribution with the discrete one, since we
measure the packet delay in the integer number of slots, i.e.,
as a multiple of slot duration. We can calculate the probability
that the packet delay equals d slots as follows:

Pr{D = d} =
∑
k,n,r

p̃k,nr ∀(k, n, r) : Dk,n
r = d (9)

Equation (9) gives the probability distribution of the packet
delay. Using this distribution, it is straightforward to calculate
the moments of the distribution, variance, standard deviation
(jitter), cumulative distribution function and any percentile.
D. Model limitations

In this section, we discuss the limitations of the developed
model that should be considered before its application.

• The model relies on the Poisson arrival approximation,
which is a common assumption and holds in many cases.
For scenarios with other traffic generation patterns, e.g.,
periodic, the accuracy of the model will degrade.

• Time discretization simplifies the derivation of delay
probability distribution, but requires that the condition
S ≪ 1

λ holds. Hence, the model accuracy will degrade in
case of large packets or high traffic intensity (cf. Fig. 5).

• We consider simplified error model with constant error
probability. Note that under dynamic conditions, e.g., for
high mobility, the probability can vary with time.

• The model allows approximating high percentiles of
delay, but the accuracy of the model is limited. We study
the accuracy of the mode in Section IV-A.

• Experimental studies [19], [20] reveal implementation
issues in current commercial-off-the-shelf devices, which
can affect R-TWT performance in heterogeneous net-
works, where Wi-Fi 7 devices coexist with ones of older
Wi-Fi generations. These issues are left out of scope.

Although the aforementioned limits the applicability of the
model in some scenarios, we strongly believe that it provides a
powerful instrument for optimal R-TWT parameters selection,
which significantly improves network performance in many
practical cases (see Section IV-B).



TABLE II
SCENARIO PARAMETERS.

Average inter-packet interval, 1
λ

16ms
Bandwidth 20 MHz
Buffer size, K 20 packets
Error probability, perr 10%
MCS index 5
Number of allowed transmission attempts, R {1, 3}
Packet size 200 bytes
Packet transmission duration, S 114.4µs

(a) (b)

(c) (d)
Fig. 3. Model validation: R-TWT period variation. Figures: (a) average delay,
(b) jitter, (c) packet loss probability, (d) 99.9% delay percentile.

IV. NUMERICAL RESULTS

A. Model validation

For model validation, we consider a single Poisson flow
that uses dedicated R-TWT SPs to transmit data. We list all
scenario parameter values common for all experiments, unless
otherwise stated, in Table II.

We estimate the following 4 performance indicators:
• average delay E[D];

• jitter, i.e., delay standard deviation
√
E[(D − E[D])

2
];

• packet loss probability, which is the probability of
failure for all R packet transmission attempts;

• 99.9% delay percentile, which is the minimal delay D̃,
for which the equation Pr{D < D̃} ≥ 0.999 holds.

We estimate the described above values for different R-
TWT parameters. In each experiment, we compare the results
obtained with the analytical model (cf., Section III) and with
simulation. For that, we use an event-driven custom simulation
program written in the C++ programming language [21].

In the first experiment, we fix the duration of the R-
TWT SP to N = 3 slots, while varying the R-TWT period
T = {1, . . . , 16}ms. Figure 3 shows the performance indi-
cators as functions of the R-TWT period. The label “ana”
corresponds to the analytical model, while “sim” corresponds
to simulation. We can see that the curves obtained with the
analytical model fit the simulation results. For example, the
maximum error for the 99.9% delay percentile does not exceed
1.5ms. The average delay, jitter and 99.9% delay percentile
increase with the R-TWT SP period. When R = 1, delays are
lower compared to R = 3, because for R = 1 there are no
packet retransmissions, and thus each packet spends less time
in the queue. For example, to maintain 99.9% percentile at

(a) (b)

(c) (d)
Fig. 4. Model validation: R-TWT SP duration variation. Figures: (a) average
delay, (b) jitter, (c) packet loss probability, (d) 99.9% delay percentile.

Fig. 5. Model validation: variation of load.

the 10ms level, the R-TWT period should be set to 6ms for
R = 3, while for R = 1 a period of 8ms is enough. On the
other hand, the packet loss probability significantly decreases
with increasing the number of transmission attempts while
being independent of the R-TWT SP period. Specifically,
each additional transmission attempt lowers the packet loss
probability by one order of magnitude, because perr = 0.1.

In the second experiment, we fix the R-TWT period to
T = 10ms and vary the R-TWT SP duration N = {1, . . . , 10}
(cf., Figure 4). Similar to the previous experiment, the results
from the analytical model fit the simulation results well (the
error for 99.9% delay percentile does not exceed 3ms). Packet
delays decrease when the R-TWT SP increases, which is
expected behavior because the station has more opportunities
to transmit its packets without waiting for the next R-TWT
SP after a long vacation period. We can see that increasing
the R-TWT SP duration initially significantly decreases the
delay, but after N = 5 further increase does not provide
any noticeable effect. In particular, the delay percentile drops
from tens of milliseconds to approximately 9ms and does not
decrease anymore. The reason for such behavior is that the
load offered by the RTA flow (1 packet per 16ms) results in a
low probability of the queue containing more than 5 packets.

To investigate how the delay varies with the load, we
conduct the following experiment. We fix both the R-TWT
period and number of allowed transmission attempts to T =
10ms and R = 3 respectively, and vary the average inter-
packet interval 1

λ = {5, . . . , 16}ms and R-TWT SP duration
N = {3, 5} packets (cf., Figure 5). When the inter-packet
interval increases the offered load decreases, and thus the
number of packets in the queue during the experiment also
decreases. Hence, we see that delay percentile decreases too.



(a) (b)
Fig. 6. Performance evaluation: (a) system capacity, (b) selected period.

Besides, we can see that even for N = 5 packets the delay
percentile is not constant, because the probability of having
more than 5 packets in the queue increases with the load. Note
that the model becomes less accurate for higher load. This
happens due to the model assumption that S ≪ 1

λ , which holds
less strictly when λ increases. However, even for T = 5ms the
accuracy is very good, with an error of around 5%.
B. Performance evaluation

For performance evaluation, we fix the number of transmis-
sion attempts R to 3, which corresponds to a loss probability
10−3. All other parameters are the same as listed in Table II.
We vary the QoS target value from 1 to 30 ms for three RTA
performance indicators: 1) 99.9% delay percentile; 2) average
delay; 3) jitter. For each target value, we find the optimal
R-TWT period and SP duration, i.e., the pair of values that
provides the highest system capacity C = T

N ·S while ensuring
that the performance indicator stays below the target value. To
find the optimal values, we use the analytical model and an
exhaustive search algorithm. Specifically, we vary the R-TWT
period T between 0.5ms and 16ms with a step of 0.1ms, and
the SP duration N between 1 and 5 slots. Figure 6 shows the
system capacity and the optimal R-TWT period as a function
of the target QoS value. We do not show the figure for selected
SP duration, because it equals 1 for all target values. This
means that transmitting more packets within the same R-TWT
SP for the considered RTA flow has less benefits compared to
decreasing the R-TWT period, because the load offered by the
RTA flow is relatively low and does not cause packet queuing.

Figure 6 shows that delay percentile restricts the selection of
the R-TWT period more significantly than jitter and average
delay. For example, if the target value for delay percentile
is 20ms, then the AP has to select a 4ms R-TWT period,
which results in supporting 40 simultaneous flows. With the
same R-TWT period we provide less than 3ms average delay
and jitter. If we consider even stricter requirements, e.g., 5ms
delay percentile, then the system capacity is less than 10 flows,
assuming that the whole channel airtime is given to RTA flows.
C. Discussion and future research directions

In real scenarios, other types of traffic might coexist with
RTA flows, thus the system capacity will be lower than esti-
mated in Section IV-B. Besides, the allocation of dedicated R-
TWT SPs significantly limits the system scalability. To address
these issues, several approaches deserve attention. First, RTA
flows can benefit from participation in random channel access
in between R-TWT SPs. Then packets will experience lower
delay, and the AP can assign less dedicated resources to each
flow. Second, Orthogonal Frequency-Division Multiple Access
(OFDMA), which is another promising technology introduced

in recent Wi-Fi generations, can be combined with R-TWT,
thus allowing RTA flows to transmit simultaneously in the
same SP in different resource units without contention. These
two approaches are considered for future research.

In addition, real scenarios often comprise fluctuating net-
work conditions due to mobility of the stations, or interference
from neighboring networks. Improving the model for tackling
such scenarios will be also considered in future studies.

V. CONCLUSION

In this paper, we have proposed a novel approach for math-
ematical modeling of R-TWT for RTA applications in Wi-Fi 7
networks. Specifically, we replace the continuous-time system
with a slotted one, where the size of one slot equals the packet
transmission time, and multiple transmission attempts for
individual packets are modeled as batch arrivals. Our approach
significantly lowers the computational complexity, allowing it
to be used for real-time optimization of R-TWT parameters.
For a given set of parameters, the developed analytical model
allows estimating the delay distribution and the packet loss
probability. Using the delay distribution, the AP can further
estimate the performance indicators, such as average delay,
jitter and delay percentile. The model provides an instrument
for the AP to select the optimal R-TWT parameters that
satisfy RTA QoS requirements while maximizing the system
capacity. In our future research, we plan to extend the model
for scenarios with mixed R-TWT and random channel access,
including the usage of the OFDMA technology.
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